[Volatile Vs Atomic](http://stackoverflow.com/questions/19744508/volatile-vs-atomic)

I know some of you guys will consider it as a repeated question... :) but my only point is how Atomic / Volatile / Synchronize internally works ??

What is the difference between following code blocks....

Code :1

private int counter;

public int getNextUniqueIndex() {

return counter++;

}

Code :2

private AtomicInteger counter;

public int getNextUniqueIndex() {

return counter.getAndIncrement();

}

Code :3

private Volatile int counter;

public int getNextUniqueIndex() {

return counter++;

}

does the Volatile works in following way ??

volatile int i = 0;

void incIBy5() {

i += 5;

}

is equal to

void incIBy5() {

int temp;

synchronized(i) { temp = i }

synchronized(i) { i = temp + 5 }

}

I know that two threads can not enter in Synchronize block at the same time.. am i right ?? if this is true than How this atomic.incrementAndGet() works without Synchronize ?? and is thread safe ??

And what is difference between internal reading and writing to Volatile Variable / Atomic Variable ?? i read in some article that thread has local copy of variables what is that ??

Thank you for reading my question. Hardik

**Answer**

You are specifically asking about how they internally work, so here you are:

# No synchronization

private int counter;

public int getNextUniqueIndex() {

return counter++;

}

It basically reads value from memory, increments it and puts back to memory. This works in single thread but nowadays, in the era of multi-core, multi-CPU, multi-level caches it won't work correctly. First of all it introduces race condition (several threads can read the value at the same time), but also visibility problems. The value might only be stored in "local" CPU memory (some cache) and not be visible for other CPUs/cores (and thus - threads). This is why many refer to local copy of a variable in a thread. It is very unsafe, consider very popular but broken thread-stopping code:

private boolean stopped;

public void run() {

while(!stopped) {

//do some work

}

}

public void pleaseStop() {

stopped = true;

}

Add volatile to stopped variable and it works fine - if any other thread modifies stopped variable via pleaseStop() method, you are guaranteed to see that change immediately in working thread's while(!stopped) loop. BTW this is not a good way to interrupt a thread either, see: [How to stop a thread that is running forever without any use](http://stackoverflow.com/questions/6410721) and [Stopping a specific java thread](http://stackoverflow.com/questions/7786305).

# AtomicInteger

private AtomicInteger counter = new AtomicInteger();

public int getNextUniqueIndex() {

return counter.getAndIncrement();

}

The AtomicInteger class uses CAS ([compare-and-swap](http://en.wikipedia.org/wiki/Compare-and-swap)) low-level CPU operations (no synchronization needed!) They allow you to modify particular variable only if the present value is equal to something else (and return it it succeed). So when you execute getAndIncrement() it actually runs in a loop (simplified real implementation):

int current;

do {

current = get();

} while(!compareAndSet(current, current + 1)

So basically: read, try to store incremeneted value, if not succeeded (the value is no longer equal to current) read and try again. The tryChanging() is implemented in native code (assembly).

# volatile without synchronization

private volatile int counter;

public int getNextUniqueIndex() {

return counter++;

}

This code is not correct. It fixed visibility issue (volatile makes sure other threads can see change made to counter) but still introduces race condition. This has been explained multiple times: pre/post-incrementation is not atomic.

The only side-effect of volatile is "flushing" caches so that all other parties see the most fresh version of the data. This is too strict in most situations, that's why volatile is not default.

# volatile without synchronization (2)

volatile int i = 0;

void incIBy5() {

i += 5;

}

The same problem as above, even worse, because i is not private. Still race condition is present. Why is it a problem? If, say, two threads run this code simultaneously, the output might be + 5 as well as + 10 - but at least you are guaranteed to see the change.

# Multiple independent synchronized

void incIBy5() {

int temp;

synchronized(i) { temp = i }

synchronized(i) { i = temp + 5 }

}

Surprise, this code is incorrect as well. In fact it is completely wrong. First of all you are synchronizing on i, which is about to be changed (moreover, i is a primitive, so I guess you are synchronizing on a temporary Integer created via autoboxing...) Completely flawed. You could as well write:

synchronized(new Object()) {

//thread-safe, SRSLy?

}

No two threads can enter the same synchronized block **with the same lock**. In this case (and similarily in your code) the lock object changes upon every execution, so synchronized effectively has no effect.

Even if you have used final variable (or this) for synchronization, the code is still incorrect. Two threads can first read i to temp synchronously (having the same value locally in temp) then first assigns new value to i (say, from 1 to 6) and another one does the same thing (from 1 to 6).

The synchronization must span from reading to assigning a value. Your first synchronization has no effect (reading an int is atomic) and the second as well. These are correct forms if you ask me:

void synchronized incIBy5() {

i += 5

}

void incIBy5() {

synchronized(this) {

i += 5

}

}

void incIBy5() {

synchronized(this) {

int temp = i;

i = temp + 5;

}

}

**Answer**

I know that two threads can not enter in Synchronize block at the same time

Two thread cannot enter a synchronized block on the same object twice. This means that two threads can enter the same block on different objects. This confusion can lead to code like this.

private Integer i = 0;

synchronized(i) {

i++;

}

This will not behave as expected as it could be locking on a different object each time.

if this is true than How this atomic.incrementAndGet() works without Synchronize ?? and is thread safe ??

yes. It doesn't use locking to achieve thread safety.

If you want to know how they work in more detail, you can read the code for them.

And what is difference between internal reading and writing to Volatile Variable / Atomic Variable ??

Atomic class uses volatile **fields.** There is no difference in the field. The difference is the operations performed. The Atomic classes use CompareAndSwap or CAS operations.

i read in some article that thread has local copy of variables what is that ??

I can only assume that it referring to the fact that each CPU has its own cached view of memory which can be different from every other CPU. To ensure that your CPU has a consistent view of data, you need to use thread safety techniques.

This is only an issue when memory is shared at least one thread updates it.

The effect of the volatile keyword is approximately that each individual read or write operation on that variable is atomic.

Notably, however, an operation that requires more than one read/write -- such as i++, which is equivalent to i = i + 1, which does one read and one write -- is not atomic, since another thread may write to i between the read and the write.

The Atomic classes, like AtomicInteger and AtomicReference, provide a wider variety of operations atomically, specifically including increment for AtomicInteger.

**Answer**

Volatile and Atomic are two different concepts. Volatile ensures, that a certain, expected (memory) state is true across different threads, while Atomics ensure that operation on variables are performed atomically.

Take the following example of two threads in Java:

Thread A:

value = 1;

done = true;

Thread B:

if (done)

System.out.println(value);

Starting with value = 0 and done = false the rule of threading tells us, that it is undefined whether or not Thread B will print value. **Furthermore value is undefined at that point as well!** To explain this you need to know a bit about Java memory management (which can be complex), in short: Threads may create local copies of variables, and the JVM can reorder code to optimize it, therefore there is no guarantee that the above code is run in exactly that order. Setting done to true and **then**setting value to 1 would be a possible outcome of the JIT.

volatile only ensures, that at the moment of access of such a variable, the new value will be immediately visible to all other threads **and** the order of execution ensures, that the code is at the state you would expect it to be. So in case of the code above, defining done as volatile will ensure that whenever Thread B checks the variable, it is either false, or true, and if it is true, then value has been set to 1 as well.

As a side-effect of volatile, the value of such a variable is set thread-wide atomically (at a very minor cost of execution speed). This is however only important on 32-bit systems that i.E. use long (64-bit) variables (or similar), in most other cases setting/reading a variable is atomic anyways. But there is an important difference between an atomic access and an atomic operation. Volatile only ensures that the access is atomically, while Atomics ensure that the operation is atomically.

Take the following example:

i = i + 1;

No matter how you define i, a different Thread reading the value just when the above line is executed might get i, or i + 1, because the operation is not atomically. If the other thread sets i to a different value, in worst case i could be set back to whatever it was before by thread A, because it was just in the middle of calculating i + 1 based on the old value, and then set i again to that old value + 1. Explanation:

Assume i = 0

Thread A reads i, calculates i+1, which is 1

Thread B sets i to 1000 and returns

Thread A now sets i to the result of the operation, which is i = 1

Atomics like AtomicInteger ensure, that such operations happen atomically. So the above issue cannot happen, i would either be 1000 or 1001 once both threads are finished.

**Answer**

There are two important concepts in multithreading environment.

1. atomicity
2. visibility

Volatile eradicates visibility problem but it does not deal with atomicity. Volatile will prevent compiler to reorder the instruction which involves write and subsequent read of a volatile variable. e.g.k++ Here k++ is not a single machine instruction rather it is three machine instructions.

1. copy the value to register
2. increment it
3. place it back

So even though you declare variable to volatile it will not make this operation atomic that means another thread can see a intermediate result which is a stale or unwanted value for the other thread.

But AtomicInteger, AtomicReference are based on the **Compare and swap instruction**. CAS has three operands a memory location V on which to operate, the expected old value A, and the new value B. CAS atomically updates V to the new value B, but only if the value in V matches the expected old value A; otherwise it does nothing. In either case, it returns the value currently in V. This is used by JVM in AtomicInteger, AtomicReference and they call the function as compareAndSet() if this functionality is not supported by underlying processor then JVM implements it by **spin lock**.

**Answer**

As Trying as indicated, volatile deals only with visibility.

Consider this snippet in a concurrent environment:

boolean isStopped = false;

:

:

while (!isStopped) {

// do some kind of work

}

The idea here is that some thread could change the value of isStopped from false to true in order to indicate to the subsequent loop that it is time to stop looping.

Intuitively, there is no problem. Logically if another thread makes isStopped equal to true, then the loop must terminate. The reality is that the loop will likely never terminate even if another thread makesisStopped equal to true.

The reason for this is not intuitive, but consider that modern processors have multiple cores and that each core has multiple registers and multiple levels of cache memory that **are not accessible to other processors**. In other words, values that are cached in one processor's local memory are **not visisble** to threads executing on a different processor. Herein lies one of the central problems with concurrency: visibility.

The Java Memory Model makes no guarantees whatsoever about when changes that are made to a variable in on thread may become visible to other threads. In order to guarantee that updates are visisble as soon as they are made, you must synchronize.

The volatile keyword is a weak form of synchronization. While it does nothing for mutual exclusion or atomicity, it does provide a guarantee that changes made to a variable in one thread will become visible to other threads as soon as it is made. Because individual reads and writes to variables that are not 8-bytes are atomic in Java, declaring variables volatile provides an easy mechanism for providing visibility in situations where there are no other atomicity or mutual exclusion requirements.

<http://blog.vinceliu.com/2010/05/difference-between-atomic-and-volatile.html>

Saturday, May 15, 2010

### **[Difference between Atomic and Volatile?](http://blog.vinceliu.com/2010/05/difference-between-atomic-and-volatile.html)**

There seems to be a tendency for people to confuse an atomic action with a volatile memory access. This is quite natural, since they exhibit similar properties and makes it hard for people to distinguish between the two.  
  
So what is the common property between an atomic action and a volatile memory? They both exhibit the property of total ordering. Let's assume for ![\forall a, b, c \in A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE0AAAASCAYAAAAe0VOSAAAABmJLR0QA/wD/AP+gvaeTAAADtElEQVRYhe3Ya4xdUxQH8F/HzNSMqg4TrRIaLRKPqaLVeE1TEhFf2qDiVUQ8QlpDQlQ/IOIRUW1khnhEiDbRCBrvR7VSjxBviXoUIfFImUhJUW1NfVj7Zk6ve8495E4Q/snNuXvttfZeZ+29/mvdy/8og9ZqwTB0lzAso1MWnTgMsxq45lBhR6zE6KywFc9j2wLDbixtoCM9eBbPNXDNocLNeBt7VwRN2Ig3cH6B4al4tIGOLErPTxq45lBgMg6sFjal5zJMyzFswwQ81kBnxqEDrzdwzSw60IsnanzaSq7RjDOxBFtwZHYCXhMBPAdrq4ynYDV+LLHRcAxgUx29adgGLwpa2Jw+9dAk6GQTfsvRmYzrRGZcjf4S69bCLLyKj5KvwysTlaANYDlOx3tVxlNxaZ0NJuBKfI/t8Y54wb4c/UOxAeclh8aJm7GiYI8LcDQ+RwuewVNVOh24XnDm+3V8LkJb8rEHhyTZqFqKnYKcmzOyfcSVLsJ4rMIxabwDXsF9BTbL8ThGpPEcUaHycBnuN3jai3BvDb1LcEMdf8vgChyUvm8nMvHOymQ2QP34AifigSQ7S1TWIlyDb0Ug4AeROu/m6O8ubkQf1ifZerTn6J+Bk3Aafk2yjXi4hu4kcfv2K/B3teCoPOwlsuWtNP5JvM9ARaG5yuARzBZBa8fBInB5mIR9cXdGNjHZ5qXaUem5KiPbU/SLtXAKvsSajOzyAp9m4riC+XMNBr8W5gjKWJiRDcMulUF10J7EXJGWE/EVvi7YYLrgrmxqdeNnfJA2qz7VA0SxybYbXf5YgGAsdsbTBT5ksQ5vKqaGIpyAD3FblXypoC8MthxZvCBSYSYW19mkRQTmm4xsikjzEZgvOuoZmb2a8UtGf7xI2QpnTBc3j6iSW0QwsmjCsTX8WZb8zru1RRiFI3BHjbkmmVjVCtqDOFyccBE5w0Mi1ysEPVtU0s9EYfgUNwrem5t0Xjb466NVtAcviT6wCwtwV5r7TnDjTpk9x4guPXtQFawQB9YneKks2nCToIFarUwTRkq3Le9EFov+5NoSG54teGodPhZtxwzh/Dwcj5NFn3dRsukRXNgiCk3lRrfjFuwhCkB/eqFbBQ9tFkXjdkEdeZgnaGKNOLgsem3dE3bhQnHTNuAeg3zbKbJltAjcWqzMC9oYwUtlGtoy2DU5Nr+k/gJcZbC6/hWMFYHbrUq+ULlG+m/HxeJfjTIYKYL2n8ZUfy4Ivdh/iHz512CrylMC1W3QPw6/A0TWt7T6SBZwAAAAAElFTkSuQmCC) where ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAPCAYAAADUFP50AAAABmJLR0QA/wD/AP+gvaeTAAAA2klEQVQokZXRoU4DQRSF4a8USg2paEXTQIMD074EqaCCIPGEgCJoFIYEywNg0PiqyjoS3gCJIEHRhEAQFTtNh8ludjlm5t6cf+bkXqppDesVvX90g9v0pTLt4xDd/4JXcmKWgUd4wRw7VcFGiPiId2xUBc/xhK9Q1+LIReA2epiG+g0t9MvAS9xH9UdqyFvqAQa4jnq74ezjNe+nBh6wmfTHsumeFUU9wQTfSf8neGt54B5GskkWqbe81EOsO1ygHeI+R+ZTHKMjm+wQs+XXW5Hx12p30JQsH58LvLkbPL0ufuwAAAAASUVORK5CYII=) is the set of possible actions a program can execute, and ![a \rightarrow b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAOCAYAAABdC15GAAAABmJLR0QA/wD/AP+gvaeTAAABn0lEQVRIic3VP0hVURwH8E/Pl2UYaU+koSEs2oKgpcxdgghacmgwWgKXgoiMgtaKCIeWWgTBBhUbXCOHCEJ0cBC1BueehCL9gygbznl5uPjeUy5o3+Xe+/t9D98v5/c95zb4v7AfBfzebSNZtOAp3uP5LnupihI+oC8tFnZA+NgWeZ3Yi8m0uBMGX+DQFnhd+IbFtLgnQ7qAbjRhVNj2UfzJYfARVvC4Dm8CP7GAg/iFeynhFkaiKRgWMtGew5y4fhInanDaotZgoj+G+5URn0EPXuJLrC1hGeWcBsvoxzNcrMI5h6Jwgiv6azhejB+3hfm/SRadkslDgrs4v02jbXgo5HE40+vCD8wktRJWitiHDkwnzcM4gqEqYvXylMVVXBYy9WmTfgdmN9GfKwhb24DPCeFsfL7DnW2ayeIkruNaFXNwIKN/SfibDBSE0S5hPTZb0CtkoIyjOQ3eFCbxtQZnHo3xvYQrcU25cs2cxgMbR/wtbuAjXmEqh8EJ4QB+r8FpxROsCqN9jfEsqYhmG3djJZ950VifQtRtjrr/8BfbLEr15jbb5wAAAABJRU5ErkJggg==) denotes that an action ![a](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAABmJLR0QA/wD/AP+gvaeTAAAAq0lEQVQYlWXPIW5CARAE0FfAlBROUIdpUgy6Ake4QS+AR1TUcIS66l4AyxGwBEhAEEIw9QQCoaoEsz/ZwLqZnd2Z4X4qeMJDJjMooY8mjtjhET/Y5KMvDOMABpjjTSK7aOMbl+D2OGGWhT0cME4OLfziXAireMb6plQDi1ygHE33SfSKWjh8ol6KhtsUo4YP/GMVbn/lWC7xHrk6GOEl8ATTnKkS34rPRX5wBfz+HduCufrqAAAAAElFTkSuQmCC) precedes action ![b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAOCAYAAAASVl2WAAAABmJLR0QA/wD/AP+gvaeTAAAAuklEQVQYlXXPPU4CURQF4I+ZSTBgCMHCRUwwFJrAEgy7cAmwDUsad2ElLSUFdjQW/nVCrRZihOZO8pjEk9y8d885993zcsdoY4+/Gu8KM6xwUxcrjPGIMiWz5D7CJ57+M/Txht/U0IizhzmW2KET6+6KMAxRYINbnOABz5VhhO8Qf6J2KKsMF3gNAbpoIc/QxDkWSbZh8C9Z7M7xnhiuo78v8IWPeBIuMcAk/eYAU2xxFmHXaihwmgyBA4/2Ij0V3WmfAAAAAElFTkSuQmCC), then the property of total order means:

![a \rightarrow b  \wedge b \rightarrow a \Rightarrow a = b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKMAAAAPCAYAAACIsn8VAAAABmJLR0QA/wD/AP+gvaeTAAAFxElEQVRoge3aeaxdVRUG8F/ffdDXFhALtvowGuLw1EhjhKZCQyJSUXCkatuUxKFOaBSjYI2KM9aChDA5VVSMCQUHahSRStoqVmtV1OBUHNAoKiko0iKlWnj+8Z0bz7vvnHvP7S1tY/olzX13nbX3XnfvNXxrn7L/oYVDMWUvrHUIhvfCOgcwGVMxbV8b0Q1vxpfwExz1EK5zGq7AzXjFQ7jOAUzGCC7FBlxbfjC0T8ypx2X4G+7DnX2OXYDTG+pej29LFr65z3UOYDDcj3OkIt1efrC3nPFhfeiO4ff4d59rnInXaV7e52Ebbu1znW6YjoP24Hz94mz7eekr8GQchh+UhXvDGafgGjy8ge6jcKSU6X5wrDjCDpzScMwTcRv+0+da3fA2vGUPztcvHi9Bub/jJIzjhrKw1aE0C2/FokL5XslQDwy4+Il4BH7UQ+/FmC9l9JXC7f6sd8l+FzZKyV2Ir/bQH8Vr8F0p74vwIH7XY1wvTBOqcE1D/dniwIslKHZgZ2HL7uB7OBc/xx19jFsgTnyaZKsjsX03bWiCN0iS2obXS5XaVO4kn4H3Cm9bjwvwfnxayP4guBifxBdxVxe94+RQnoIVOB6r8DzcUzPmqEL/3fgXXl18/1WXdZ4lVeGx+Khs/BrhMxua/KAarMVrCxs+00N3fmHzxbipsOPDsk+f7dA9pJA3wU45wzfhZw30V0hwnoPD8WUpofMqdBfjBQ3tIOf9tQ7ZwThaznkcZ+HjuKTtjEdgJW7ENwvZdZLRftjH4nX4Na4Ux36jNClVGMMf8YHi+ybMkMj9Ss2YxfipRBl8B0sksOowV5qkt/tfBtiOUw3mjIS3fQx/V5+hZ4kTfAPfKmTX4wR8v0J/hySHppgtiWQjPiFBWoVX4WS8RJLEXVKJDq3RXy9n2RS3V8jGivlXibPCFixtO+Nyib5LS4PmSpm+pWLC6SZHbxPMlEhZjYs6no1KKV9bks0oPrs1JaeayJPaGfgg9XxwTEpy2xGHhLKMV+iei6d2Wb8KD+I9OEPoRqczLJc9vLwkm1vYs6VivgdUn0M3rJMEsw5XSwYuYwaWCT9vO01LqsXGmjnv1P8tRydOKj7LVGYaaa+HpAH4k4k8YY50tVXYIZvdDw7HediMz1c8nyNOd2NJ1m5G7quZ82USzWU729+X4VMVY2ZIJVhTko0KT6rq4K9QnynqcJYEwmUmO2ILT8cfTPxdxxics7YxJJXhSfiQZOBOLJAEVHa8x0jCuGkP2VGFMfwFd5dkc7BrWPjBESZ2sCOFYVcL/9pqItcbx2/7MKCFr4sTXlWjc5wc3C9LsmdKuVtbNUAaj1UV8svxEdXOeKwEYXnDXyrZ58oK/Tv01wwsl8Bbojozz5Sbhc0l2XQ8WijCMXJY/yg9P0x/lWgEv5D9ub9G52nF56aS7BTskjvYE6XBK+PleGEfdqw2mV4dLdm/XYVm4nFYNywOsM3EUrhQNmizbOoXdG88euFM/LUwrg63mngtM1si+3zV3fw8yXLrK57dIofwHJMdeUvHfEPS0GxQXwmaYpbQhqXqKcI9UoHK+71IStXm4u/PmeiM2zW/MlopV1bvVE072vhNYUNbp4VnS+C1Cjs6nfFaKftNcXeFrDOwF0rTdcmwbNp1kplGxPmOL+Q75cK6nyxYhefiHbpvzgZ5NXdyYfBKKaVravSXCumvctRx6QoXm+yMW+Xq4/n4Jz4oPOh9DX5HLyzBj9U3aIQK3CA8dER+xwmFfJdQgts6xoxLtuyFM4Qr99pr8tp1mXDVnXLFNCx78iLVb6buLf4NgjXCo0flrE+XM9jaVphSGHahlKyW3DldgCcMuDi5Bzy4gd4jpZNeIdyiG67S/c3OVMkwVWhJ13uREOo99Z8yFqq+EunEFLnnvFAOoyXBcb5cXO8uVgutaopRcYTz5Jyny1mdPYANTTBf9n65BOQB/B9i6r42YBD8F2LWQ+44DR8YAAAAAElFTkSuQmCC)  
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![a \rightarrow b \vee b  \rightarrow a](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGgAAAAPCAYAAAAI7YpDAAAABmJLR0QA/wD/AP+gvaeTAAADtUlEQVRYhe3YW2hdVRAG4K9JTKTVYMA7eAkktoIipGqlCH3SKqUVHyqkqSAICg21D0VEK3iriHdstFoRxEtQLAg+aEShivTB0lgVHxRK9UGNN9BabDHSoA+zdtwe995nH5NGC/5wOJw1s2b+vWbWzJzNfxNdmD9HvuYnf/+jBo7F49iBN46wr8V4ArvwyBH29Y/R9m8TaMCv2CB4fdNEtwubathcp/iGfIBHk2xfCxznFHMVoPb0qYNenIA9TfQO41IsqdBZgpVJtwiXp++3anKri1krmXMVoBtwV03duoc2hXcxVKEzlHSmSuQD2I/Pa3Krgw68hgWzYawxQJ3iMB/CFSIT6mZ+FfaIml/HVnZoJyceNydeRRjBBegukHUn2UjJ3nb0ieBck3xVBbsuDuMnXN3CnjOwEQ+LCjI9IOUD1Ivt4jA2YznGcMfM+CIa8X7RD6qQHVobliYeZ+KpEv1D+BjDBbLhJDtUsjcrpSem35uxFuubcKyDEVyv3iS6AlvwKbbiTrwjLsg0OvFmUsywCB9hzYzpBnrFZLaqQqcv+bwttzaU1opuCfSLqS9/O9vTWn+Fr3XJ7tLc2mMiKWcDt2NUdZD6sFskRob1+BA9RL0krtcp/po9F+J35YRvxWktkv4Od4ugb8TXDfKs/2zPrTUri3uT3UG8mNYG09rein1ZKd2VW5tX4m8A1zXhUYTTRS8dxZMF8nvwC17KrfXhe1EmpwO0LC3mH+iivGIBxqUot4ABHBSZ+0OBfFHyl2/ai0WiVGEU1/ozQCvxQpM9Z4nnzQ8Q55T4+hY7m9hrRAfOw1firBrRg3P9fYhZKMrdtJFunIr3Ggxkip2iTk80yN9ukfCVommvxRclOv34JEe4HefjMxyosD0mek42cnerLlXdOAnP5db6xDm8XKA/gVcq7DWiXSTIDtHbipD1mHzwehKH58XgMNGGSdFI85mzMCmOiwlnWQvkygjfJN4SlAUHfm7gcQmOF72hCvmRu9loTfEzrxYlb0vhjtYwKN6K3Fehk1WJPIfB9D0mWsCCLEC7cVwS9uGWtHEfLsbrMyS8XBx+Mzs7RS/MprlNeBXv1/CRjdxVo3WGSXErzxZ9ZxUuw/3Kp75WsFqM7VVJMi7elmRtYoU4p4NpXxcOzEvCTjyIY/AjtuEq0YeyJjcTrBEj7dYausOi70zhaZE8dZHdtA01dDvxgDiISfEf5MsWfJWhA8/gxmS3Cr0iCX8TlWUb7hUJ+qzWnv2oQCuvlI4K/AEDY8OjmCgNSwAAAABJRU5ErkJggg==)

Literally, the set of rules mean (1) that for any action ![a](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAABmJLR0QA/wD/AP+gvaeTAAAAq0lEQVQYlWXPIW5CARAE0FfAlBROUIdpUgy6Ake4QS+AR1TUcIS66l4AyxGwBEhAEEIw9QQCoaoEsz/ZwLqZnd2Z4X4qeMJDJjMooY8mjtjhET/Y5KMvDOMABpjjTSK7aOMbl+D2OGGWhT0cME4OLfziXAireMb6plQDi1ygHE33SfSKWjh8ol6KhtsUo4YP/GMVbn/lWC7xHrk6GOEl8ATTnKkS34rPRX5wBfz+HduCufrqAAAAAElFTkSuQmCC) that precedes ![b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAOCAYAAAASVl2WAAAABmJLR0QA/wD/AP+gvaeTAAAAuklEQVQYlXXPPU4CURQF4I+ZSTBgCMHCRUwwFJrAEgy7cAmwDUsad2ElLSUFdjQW/nVCrRZihOZO8pjEk9y8d885993zcsdoY4+/Gu8KM6xwUxcrjPGIMiWz5D7CJ57+M/Txht/U0IizhzmW2KET6+6KMAxRYINbnOABz5VhhO8Qf6J2KKsMF3gNAbpoIc/QxDkWSbZh8C9Z7M7xnhiuo78v8IWPeBIuMcAk/eYAU2xxFmHXaihwmgyBA4/2Ij0V3WmfAAAAAElFTkSuQmCC) and any action ![b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAOCAYAAAASVl2WAAAABmJLR0QA/wD/AP+gvaeTAAAAuklEQVQYlXXPPU4CURQF4I+ZSTBgCMHCRUwwFJrAEgy7cAmwDUsad2ElLSUFdjQW/nVCrRZihOZO8pjEk9y8d885993zcsdoY4+/Gu8KM6xwUxcrjPGIMiWz5D7CJ57+M/Txht/U0IizhzmW2KET6+6KMAxRYINbnOABz5VhhO8Qf6J2KKsMF3gNAbpoIc/QxDkWSbZh8C9Z7M7xnhiuo78v8IWPeBIuMcAk/eYAU2xxFmHXaihwmgyBA4/2Ij0V3WmfAAAAAElFTkSuQmCC) that precedes ![a](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAABmJLR0QA/wD/AP+gvaeTAAAAq0lEQVQYlWXPIW5CARAE0FfAlBROUIdpUgy6Ake4QS+AR1TUcIS66l4AyxGwBEhAEEIw9QQCoaoEsz/ZwLqZnd2Z4X4qeMJDJjMooY8mjtjhET/Y5KMvDOMABpjjTSK7aOMbl+D2OGGWhT0cME4OLfziXAireMb6plQDi1ygHE33SfSKWjh8ol6KhtsUo4YP/GMVbn/lWC7xHrk6GOEl8ATTnKkS34rPRX5wBfz+HduCufrqAAAAAElFTkSuQmCC), then the action ![a](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAABmJLR0QA/wD/AP+gvaeTAAAAq0lEQVQYlWXPIW5CARAE0FfAlBROUIdpUgy6Ake4QS+AR1TUcIS66l4AyxGwBEhAEEIw9QQCoaoEsz/ZwLqZnd2Z4X4qeMJDJjMooY8mjtjhET/Y5KMvDOMABpjjTSK7aOMbl+D2OGGWhT0cME4OLfziXAireMb6plQDi1ygHE33SfSKWjh8ol6KhtsUo4YP/GMVbn/lWC7xHrk6GOEl8ATTnKkS34rPRX5wBfz+HduCufrqAAAAAElFTkSuQmCC) must necessarily be the same action as ![b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAOCAYAAAASVl2WAAAABmJLR0QA/wD/AP+gvaeTAAAAuklEQVQYlXXPPU4CURQF4I+ZSTBgCMHCRUwwFJrAEgy7cAmwDUsad2ElLSUFdjQW/nVCrRZihOZO8pjEk9y8d885993zcsdoY4+/Gu8KM6xwUxcrjPGIMiWz5D7CJ57+M/Txht/U0IizhzmW2KET6+6KMAxRYINbnOABz5VhhO8Qf6J2KKsMF3gNAbpoIc/QxDkWSbZh8C9Z7M7xnhiuo78v8IWPeBIuMcAk/eYAU2xxFmHXaihwmgyBA4/2Ij0V3WmfAAAAAElFTkSuQmCC). (2) If ![a](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAABmJLR0QA/wD/AP+gvaeTAAAAq0lEQVQYlWXPIW5CARAE0FfAlBROUIdpUgy6Ake4QS+AR1TUcIS66l4AyxGwBEhAEEIw9QQCoaoEsz/ZwLqZnd2Z4X4qeMJDJjMooY8mjtjhET/Y5KMvDOMABpjjTSK7aOMbl+D2OGGWhT0cME4OLfziXAireMb6plQDi1ygHE33SfSKWjh8ol6KhtsUo4YP/GMVbn/lWC7xHrk6GOEl8ATTnKkS34rPRX5wBfz+HduCufrqAAAAAElFTkSuQmCC) precedes ![b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAOCAYAAAASVl2WAAAABmJLR0QA/wD/AP+gvaeTAAAAuklEQVQYlXXPPU4CURQF4I+ZSTBgCMHCRUwwFJrAEgy7cAmwDUsad2ElLSUFdjQW/nVCrRZihOZO8pjEk9y8d885993zcsdoY4+/Gu8KM6xwUxcrjPGIMiWz5D7CJ57+M/Txht/U0IizhzmW2KET6+6KMAxRYINbnOABz5VhhO8Qf6J2KKsMF3gNAbpoIc/QxDkWSbZh8C9Z7M7xnhiuo78v8IWPeBIuMcAk/eYAU2xxFmHXaihwmgyBA4/2Ij0V3WmfAAAAAElFTkSuQmCC), and ![b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAOCAYAAAASVl2WAAAABmJLR0QA/wD/AP+gvaeTAAAAuklEQVQYlXXPPU4CURQF4I+ZSTBgCMHCRUwwFJrAEgy7cAmwDUsad2ElLSUFdjQW/nVCrRZihOZO8pjEk9y8d885993zcsdoY4+/Gu8KM6xwUxcrjPGIMiWz5D7CJ57+M/Txht/U0IizhzmW2KET6+6KMAxRYINbnOABz5VhhO8Qf6J2KKsMF3gNAbpoIc/QxDkWSbZh8C9Z7M7xnhiuo78v8IWPeBIuMcAk/eYAU2xxFmHXaihwmgyBA4/2Ij0V3WmfAAAAAElFTkSuQmCC) precedes ![c](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAKCAYAAACJxx+AAAAABmJLR0QA/wD/AP+gvaeTAAAAh0lEQVQYlW3QsQkCURAE0HdfTfQEC7ATGzA0vdDUVLAMY4sQzBTEKgwtQCPhMhEUDfwHn+8tbDDMzs7sdvxXwAAF3kVGVpjhihcuKTnHDqOIV9iHCKZYYI06sTo06i1OLXkE9DHO/dKBT+y6hZ908cAZZSZc4tacWWKDO57o4ZiG5PeYYbbJF0yYFpEcGjU3AAAAAElFTkSuQmCC), then ![a](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAABmJLR0QA/wD/AP+gvaeTAAAAq0lEQVQYlWXPIW5CARAE0FfAlBROUIdpUgy6Ake4QS+AR1TUcIS66l4AyxGwBEhAEEIw9QQCoaoEsz/ZwLqZnd2Z4X4qeMJDJjMooY8mjtjhET/Y5KMvDOMABpjjTSK7aOMbl+D2OGGWhT0cME4OLfziXAireMb6plQDi1ygHE33SfSKWjh8ol6KhtsUo4YP/GMVbn/lWC7xHrk6GOEl8ATTnKkS34rPRX5wBfz+HduCufrqAAAAAElFTkSuQmCC) must precede ![c](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAKCAYAAACJxx+AAAAABmJLR0QA/wD/AP+gvaeTAAAAh0lEQVQYlW3QsQkCURAE0HdfTfQEC7ATGzA0vdDUVLAMY4sQzBTEKgwtQCPhMhEUDfwHn+8tbDDMzs7sdvxXwAAF3kVGVpjhihcuKTnHDqOIV9iHCKZYYI06sTo06i1OLXkE9DHO/dKBT+y6hZ908cAZZSZc4tacWWKDO57o4ZiG5PeYYbbJF0yYFpEcGjU3AAAAAElFTkSuQmCC). (3) ![a](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAABmJLR0QA/wD/AP+gvaeTAAAAq0lEQVQYlWXPIW5CARAE0FfAlBROUIdpUgy6Ake4QS+AR1TUcIS66l4AyxGwBEhAEEIw9QQCoaoEsz/ZwLqZnd2Z4X4qeMJDJjMooY8mjtjhET/Y5KMvDOMABpjjTSK7aOMbl+D2OGGWhT0cME4OLfziXAireMb6plQDi1ygHE33SfSKWjh8ol6KhtsUo4YP/GMVbn/lWC7xHrk6GOEl8ATTnKkS34rPRX5wBfz+HduCufrqAAAAAElFTkSuQmCC) must precede ![b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAOCAYAAAASVl2WAAAABmJLR0QA/wD/AP+gvaeTAAAAuklEQVQYlXXPPU4CURQF4I+ZSTBgCMHCRUwwFJrAEgy7cAmwDUsad2ElLSUFdjQW/nVCrRZihOZO8pjEk9y8d885993zcsdoY4+/Gu8KM6xwUxcrjPGIMiWz5D7CJ57+M/Txht/U0IizhzmW2KET6+6KMAxRYINbnOABz5VhhO8Qf6J2KKsMF3gNAbpoIc/QxDkWSbZh8C9Z7M7xnhiuo78v8IWPeBIuMcAk/eYAU2xxFmHXaihwmgyBA4/2Ij0V3WmfAAAAAElFTkSuQmCC) or ![b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAOCAYAAAASVl2WAAAABmJLR0QA/wD/AP+gvaeTAAAAuklEQVQYlXXPPU4CURQF4I+ZSTBgCMHCRUwwFJrAEgy7cAmwDUsad2ElLSUFdjQW/nVCrRZihOZO8pjEk9y8d885993zcsdoY4+/Gu8KM6xwUxcrjPGIMiWz5D7CJ57+M/Txht/U0IizhzmW2KET6+6KMAxRYINbnOABz5VhhO8Qf6J2KKsMF3gNAbpoIc/QxDkWSbZh8C9Z7M7xnhiuo78v8IWPeBIuMcAk/eYAU2xxFmHXaihwmgyBA4/2Ij0V3WmfAAAAAElFTkSuQmCC) must precede ![a](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAABmJLR0QA/wD/AP+gvaeTAAAAq0lEQVQYlWXPIW5CARAE0FfAlBROUIdpUgy6Ake4QS+AR1TUcIS66l4AyxGwBEhAEEIw9QQCoaoEsz/ZwLqZnd2Z4X4qeMJDJjMooY8mjtjhET/Y5KMvDOMABpjjTSK7aOMbl+D2OGGWhT0cME4OLfziXAireMb6plQDi1ygHE33SfSKWjh8ol6KhtsUo4YP/GMVbn/lWC7xHrk6GOEl8ATTnKkS34rPRX5wBfz+HduCufrqAAAAAElFTkSuQmCC). These are just some mathematical (or convoluted) formalisms of saying any action is guaranteed to be in sequential order.  
  
But that's where the similarity ends.  
  
An atomic action is literally what it means: an action that is indivisible. Volatile memory only provides a guarantee of sequential order, but offers no guarantee that an interleaving of actions cannot occur. For an illustration, lets take a look at the following code:  
  
a = 0;  
a++;  
  
Assume that 'a' is a volatile variable. From the code, we naturally think that the increment operator (++) will atomically increment the value of 'a' to 1, but this assumption is slightly faulty:  
  
[a] = 0;  
r0 = [a];  
r0 = r0 + 1;  
[a] = r0;  
  
The square brackets between [a] denotes a value gotten from memory, while r0 represents a register in which the addition operation actually occurs. An increment operation is actually a *composite* action, composed of a *read*, then a *write* action. (By the way, it is implied that register actions are atomic, despite being a *composite*action. This is because an operation within a register cannot be directly observed).  
  
So increment is a *composite* action, compared to being an *atomic* action, what's the harm? Lets go through the same example, but with 2 concurrent processors executing simultaneously:

|  |  |
| --- | --- |
| **CPU1** | **CPU2** |
| a++; | a++; |

Lets assume that a is initially 0 to start. Given that iff the actions from CPU1 and CPU2 are both *volatile* and *atomic*, then the only possible transition value that can be seen after execution can only be 2.  
  
However, if the actions from CPU1 and CPU2 are only *volatile*, then the actions can translate to this:

|  |  |
| --- | --- |
| **CPU1** | **CPU2** |
| r0 = a; | r1 = a; |
| r0 = r0 + 1; | r1= r1 + 1 |
| a = r0; | a = r1 |

one can see that it is possible that both registers r0 and r1 both read a as 0 simultaneously which causes the resultant possible values to be either 1 or 2. Clearly seeing 1 is *wrong*, since if the operation is atomic, then 1 cannot be a legal value at the end of the execution.  
  
Conversely, a volatile variable *can* be deemed atomic. Consider the example below:

|  |  |
| --- | --- |
| **CPU1** | **CPU2** |
| a=1; | a=2; |

In this case, the only possible set of terminal values are 1 or 2, which is exactly the same as you would get for an atomic action. Therefore, a volatile memory access is atomic iff you perform only a *read* or *write* action, which are atomic in nature. But a volatile variable is no guarantee of atomicity if a composite action is executed.  
  
Hence the label atomic actions is a slight misnomer, because it doesn't imply that the action is atomic, but rather it means that it guarantees a *composite action is executed as a single atomic action*. A well known example of such a composite action is the[Compare-and-Swap](http://en.wikipedia.org/wiki/Compare-and-swap) instruction.  
  
For simplicity, just remember that atomicity is not a property of memory, but a property its actions, to which a volatile memory access may or may not uphold.

<http://jeremymanson.blogspot.in/2007/08/volatile-does-not-mean-atomic.html>

### **Volatile Does Not Mean Atomic!**

Here's a question I get a lot. Is the following code snippet "thread safe"?

volatile int v = 0;  
  
Thread 1:  
v++;  
  
Thread 2:  
v--;

The question asks what the possible results of this code are; the questioners usually want the answer "v can only be 0 after this code is run".  
  
This isn't the way it works! If you do an increment of a volatile integer, you are actually performing three separate operations:

Read the integer to a local.

Increment the local.

Write the integer back out to the volatile field.

So what you really have is this:

volatile int v = 0;  
  
Thread 1:  
r1 = v;  
r2 = r1 + 1;  
v = r2;  
  
Thread 2:  
r3 = v;  
r4 = r3 - 1;  
v = r4;

So, if Threads 1 and 2 both read v and see the value 0, then Thread 1 will write 1 to it and Thread 2 will write -1 to it. You are not guaranteed to see the value 0!  
  
If you want an atomic increment (or decrement), you have to use [the java.util.concurrent.atomic classes](http://java.sun.com/javase/6/docs/api/java/util/concurrent/atomic/package-summary.html), which allow you to create object that represent numbers that can be incremented or decremented atomically. The VM is smart enough to replace the objects with plain ol' numbers (a process that I claim is called*intrinsification*), which it then uses atomic machine instructions to manipulate.  
  
So beware!  
  
*ETA: There was a bit of confusion about atomicity after I posted this. For more on atomicity, visibility and ordering, check out*[*this post*](http://jeremymanson.blogspot.com/2007/08/atomicity-visibility-and-ordering.html)*.*

### **Atomicity, Visibility and Ordering**

(Note: I've cribbed this from my doctoral dissertation. I tried to edit it heavily to ease up on the mangled academic syntax required by thesis committees, but I may have missed some / badly edited in places. Let me know if there is something confusingly written or just plain confusing, and I'll try to untangle it.)  
  
There are these three concepts, you see. And they are fundamental to correct concurrent programming. When a concurrent program is not correctly written, the errors tend to fall into one of the three categories: *atomicity*, *visibility*, or *ordering*.   
  
*Atomicity* deals with which actions and sets of actions have indivisible effects. This is the aspect of concurrency most familiar to programmers: it is usually thought of in terms of mutual exclusion. *Visibility* determines when the effects of one thread can be seen by another. *Ordering* determines when actions in one thread can be seen to occur out of order with respect to another. Let's talk about them.

## **ATOMICITY** Everyone doing any serious concurrent programming knows what atomicity is (or will when I describe it) — I'm just putting it in for completeness's sake. If an action is (or a set of actions are) *atomic*, its result must be seen to happen ``all at once'', or indivisibly. Atomicity is the traditional bugbear of concurrent programming. Enforcing it usually means using locking to enforce mutual exclusion. To see atomicity in action (or in inaction, perhaps), consider this code:

class BrokenBankAccount {  
 private int balance;  
  
 synchronized int getBalance() {  
 return balance;  
 }  
  
 synchronized void setBalance(int x)   
 throws IllegalStateException {  
 balance = x;  
 if (balance < 0) {  
 throw new IllegalStateException("Negative Balance");  
 }  
 }  
  
 void deposit(int x) {  
 int b = getBalance();  
 setBalance(b + x);  
 }  
  
 void withdraw(int x) {  
 int b = getBalance();  
 setBalance(b - x);  
 }  
}

Since all accesses to the shared variable balance are guarded by locks, this code is free of what are called *data races*, which are basically what happens when you access a variable concurrently without some use of synchronization or volatile or the like (one of those accesses has to be a write to be a data race in the true sense). When code is free from data races, we say it is *correctly synchronized*. So the code is correct, right?  
  
No, of course not. This code is not at all correct, in the sense that it doesn't necessarily do what we want it to do. Think about what happens if one thread callsdeposit(5) and another calls withdraw(5); there is an initial balance of 10. Ideally, at the end of these two calls, there would still be a balance of 10. However, consider what would happen if:

1. The deposit() method sees a value of 10 for the balance, then
2. The withdraw() method sees a value of 10 for the balance  
   **and** withdraws 5, leaving a balance of 5, and finally
3. The deposit() method uses the balance it originally saw (10) to  
   calculate a new balance of 15.

As a result of this lack of "atomicity", the balance is 15 instead of 10. This effect is often referred to as a *lost update*, because the withdrawal is lost. A programmer writing multi-threaded code must use synchronization carefully to avoid this sort of error. In Java, if the deposit() and withdraw() methods are declared synchronized, it will ensure that locks are held for their duration: the actions of those methods will be seen to take place atomically.  
  
Atomicity, of course, is only guaranteed when all the threads use synchronization correctly. If someone comes along and decides to read the balance without acquiring a lock, it can end up with all sorts of confusing results.  
  
Atomicity is the most common problem you get when using synchronization. It is a common mistake to think that it is the only problem; it is not. Here's another one:

## **VISIBILITY** What's visibility, you ask? Well, if an action in one thread is *visible* to another thread, then the result of that action can be observed by the second thread. In order to guarantee that the results of one action are observable to a second action, then you have to use some form of synchronization to make sure that the second thread sees what the first thread did.  (Note: when I say synchronization in this post, I don't actually mean locking. I mean anything that guarantees visibility or ordering in Java. This can include final and volatile fields, as well as class initialization and thread starts and joins and all sorts of other good stuff.) Here's an example of a code with visibility problems:

class LoopMayNeverEnd {   
 boolean done = false;   
  
 void work() {   
 while (!done) {   
 // do work   
 }   
 }   
   
 void stopWork() {   
 done = true;   
 }   
}

In this code, imagine that two threads are created; one thread calls work, and at some point, the other thread calls stopWork on the same object. Because there is no synchronization between the two, the thread in the loop may never see the update to done performed by the other thread. In practice, this may happen if the compiler detects that no writes are performed to done in the first thread; the compiler may decide that the program only has to read done once, transforming it into an infinite loop.  
  
(By the way, "compiler" in this context doesn't mean javac — it actually means the JVM itself, which plays lots of games with your code to get it to run more quickly. In this case, if the compiler decides that you are reading a variable that you don't have to read, it can eliminate the read quite nicely. As described above.)  
  
To ensure that this does not happen, you have to use a mechanism that provides synchronization between the two threads. In LoopMayNeverEnd, if you want to do this, you can declare done to be volatile. Conceptually, all actions on volatiles happen in a single order, where each read sees the last write in that order. In other words, the compiler can't prevent a read of a volatile from seeing a write performed by another thread.  
  
There is a side issue here; some architectures and virtual machines may execute this program without providing a guarantee that the thread that executes work will ever give up the CPU and allow other threads to execute. This would prevent the loop from ever terminating because of scheduling guarantees, not because of a lack of visibility guarantees. This is typically called *cooperative multithreading*. The only implementation I know that does this is the Oracle VM — check the box for details.  
  
There's one more problem that crops up:

## **ORDERING** *Ordering* constraints describe what order things are seen to occur. You only get intuitive ordering constraints by synchronizing correctly. Here's an example of when ordering problems can bite you:

class BadlyOrdered {  
 boolean a = false;  
 boolean b = false;  
  
 void threadOne() {  
 a = true;  
 b = true;  
 }  
  
 boolean threadTwo() {  
 boolean r1 = b; // sees true  
 boolean r2 = a; // sees false  
 boolean r3 = a; // sees true  
 return (r1 && !r2) && r3; // returns true  
 }  
}

Consider what happens if threadOne() gets invoked in one thread and threadTwo() gets invoked on the same object in another. Would it be possible for threadTwo() to return the value true? If threadTwo() returns true, it means that the thread saw both updates by threadOne, but that it saw the change to b before the change to a.  
  
Well, this code fragment does not use synchronization correctly, so surprising things can happen! It turns out that Java allows this result, contrary to what a programmer might have expected.   
  
The assignments to a and b in threadOne() can be seen to be performed out of order. Compilers have a lot of freedom to reorder code in the absence of synchronization; they could either reorder the writes in threadOne or the reads in threadTwo freely.   
  
How do you fix it? **Synchronize your code carefully!** In this case, you can throw a lock around threadOne or threadTwo, or you can declare them both to be volatile, and get the ordering you want.